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The design and implementation of a vision-based geolocation tracking system for uninhabited aerial vehicles is
described. The geolocation tracking system for the uninhabited aerial vehicles includes avionics, a gimballing camera
with feedback isolation and command loops, and a ground station. The point of interest is locked in the camera image
by maintaining the center of the image frame to frame. An architecture for a geolocation tracking estimator is
developed and demonstrated. The estimator has the unique characteristics of being modular so that it can work with
different camera systems and different avionics components, compensate for random and bias uncertainties, run in
real time, and deliver a consistent estimate of the location and uncertainty of the object being tracked. Flight results
using the SeaScan uninhabited aerial vehicles show consistent results for two- and three-dimensional tracking of

stationary and moving targets.

Nomenclature

B, = uniform bias distribution for variable (-)
of width B

F, = field of view for the (-) axis

fo = dynamics functions for the (-) states

80 = measurement output functions for the (-)
measurement

Kpor = Kalman gain in the geolocation square root
sigma point filter estimator

n, = number of states in the augmented system
(prediction step of square root sigma point filter)

Ne-por = number of measurements of the C-POI

Ipor = number of states in the point of interest
state vector

ny, = number of disturbances

Ny, = number of states in the secondary augmented
system (update step of square root sigma point
filter)

(p,t,s) = pan, tilt, scan of gimbal; components of Xgp

PR = maximum number of pixels in the (-) axis of an
image

0 = process noise covariance, where (-) €
[NAV, ATT, GIM, POI]

R,, R, = Earth equatorial, polar radii

Ry = vector length from center of Earth to the (-) states

Rgf = rotation matrix from C, to C,

R, = sensor noise covariance, where (-) €
[C-POI, GIM]

Sror = Cholesky factor (square root) of the point of

interest error covariance matrix
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u = path variable

A8 = sensor noise, where (-) € [C-POI, GIM]

W, W, = weights for mean, covariance in the square root
sigma point filter estimator

w(, = process noise, where (-) €
[NAV, ATT, GIM, POI]

X, X, XY = predicted, updated, centralized state sigma points

XATT = three-dimensional attitude of the uninhabited
aerial vehicles

XGIM = three-dimensional pointing of the camera sensor
by the gimbal

Xpor = state vector of the point of interest

Xpol = estimate of point of interest state

XNAV = three-dimensional position/navigation of the
uninhabited aerial vehicles

Xy = secondary states, =[X% v, XApr, XS )T

Y-, Y, Y° = predicted, updated, centralized measurement
sigma points

YR = center of the projected point of interest in the
camera image, in screen coordinates (pixels)

Yom = measurement of the three-dimensional pointing
gimbal

Ao = pixel length scale factor for the (-) axis

@, = characteristic function for Gaussian or uniform
distribution

(0,6, V) = roll, pitch, yaw of uninhabited aerial vehicles,
components of Xrr

)a = augmented state/covariance in square root sigma
point filter estimator

()por-B = variable of point of interest state with added
shipset uncertainty bound

(-)ioord = type € {NAV, ATT, GIM, POI}, coord €

{LLA, ECEF, CAM, ENU, SCR}

Introduction

HE implementation of uninhabited aerial vehicles (UAVs) is

envisioned for a wide variety of missions, such as defense,
search and rescue, special emergency services [1], and fire fighting
[2]. A recent application that nicely uses groups of UAVs is search
and rescue in hurricane season [3]. During hurricane Katrina in
September 2005, the Navy lent 10 Evolution-class UAVs with visual
cameras to the search process, which were used to relay pictures back
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to command. Also, five Fire-Fox-class UAVs with thermal sensors
were used to search for survivors [4].

Maturing algorithms and technologies, increased defense funding,
and decreased component costshave allowed UAVs tobe builtatmany
different levels, from the university level [3,6] to the small industry
level [7-11] and, of course, to the sophisticated level of large industry,
typically for defense purposes [12,13] such as Predator and Global
Hawk. Universities use UAV testbeds to validate research algorithms
in a realistic setting. With a typical flight time of ~30 min, however,
along with common computational and power constraints that require
algorithms to run off-board on the ground, university UAVs can be far
from a final industry-built UAV validation.

A key technology in UAV systems currently being explored is the
tracking of stationary or moving ground targets using visual cameras
for payloads. The tracking system requires the complex integration
of several hardware components (camera, UAV, Global Positioning
Systems (GPSs), and attitude sensors) and software components
(camera image processing, inner loop and path planning control, and
estimation software) to develop realistically accurate estimates of the
object being tracked. Off-the-shelf digital cameras, which have been
developed inexpensively recently by the electronics industry for
consumer usage, have enabled both industry and academia to dras-
tically reduce the cost of the UAV and payload system.

The ultimate performance of the vision-based geolocation track-
ing system for production UAVs is also a challenge because of
several key characteristics. First, production UAVSs typically use one
of several choices for hardware components, such as inertial
navigation and camera or gimbal systems. Thus, it is desirable to
have a modular geolocation estimator that uses only the output data
products of these components (and their uncertainty models), not
additional models, such as of the aircraft. This minimizes the changes
to the geolocation estimator for each UAV. Second, production UAVs
will vary in their characteristics across a shipset (multiple UAVs with
the same components), particularly their output data products and
biases. Thus, it is desirable to have one estimator that can be used for
all UAVs in the same shipset, requiring the need to fuse information
about both sensors and bias uncertainties. Third, most small UAVs
have small processors because of their limited size and power
requirements. Thus, it is desirable to reduce computation in the esti-
mator as much as possible to meet the given requirements. Fourth, the
output of the estimator must be statistically accurate in geolocating
the point of interest. Although these four characteristics have been
posed in general form, specific requirements placed on these char-
acteristics by the actual application will drive the final solution; this
paper presents a general form of an estimator that can be adapted to
these final requirements.

Several research groups are using UAVs with vision systems, with
applications such as road following [14], refueling, and obstacle
avoidance [15]. For the target tracking application, Ridley et al. [5]
and Grocholsky et al. [16] have implemented UAV systems with
cameras using decentralized fusion (information filtering) concepts;
the cameras were typically not gimbaled. Several groups have
implemented gimbaling camera systems on UAVs [17,18], a few
with initial target tracking results [6,19]. Ivey and Johnson have
compared different filtering techniques for UAV tracking showing
similar results [20]. Kaaniche et al. [21] presented a traffic surveil-
lance approach with UAVs using a graph cut formulation and a
verification step. Several groups have also developed tight, fast
trajectory planning loops that use vision feedback [22-24]. Most of
these works typically only address one or several, but not all, of the
aforementioned requirements for vision tracking systems for produc-
tion UAVs; none address variation of uncertainties across UAVs in
the same shipset.

This paper develops and empirically validates a vision-based UAV
geolocation system for production UAVs, while addressing each of
the aforementioned requirements. The proposed geolocation archi-
tecture is decentralized in that it directly uses sensory (or estimation)
based data from the UAV, including the attitude and navigation
estimates. This decentralized architecture allows the estimator to be
easily used with different UAV components, including different
UAVs, using the a priori known estimation statistics from the

components. A modified version of the square root sigma point filter
(SR-SPF) is used [25], as it has been shown to be more accurate than
the extended Kalman filter [25], works nicely in real time, and easily
integrates additional object (target) models. Two key extensions of
the estimator are developed here. First, a modular architecture is
developed, including a modular update step that enables the use of
UAV data from other software modules and reduces computation.
Second, unobservable biases are modeled and integrated with the
estimator to produce consistent estimates. Empirical flight data and a
truth measure of the point of interest (which is not available during
typical flights) are used to model the biases, posed in the form of a
uniform (U) density model. Using this model, an additional estimator
is added that fuses the estimated mean and covariance from the
geolocation estimator with the uniform bias density. The result is a
consistent estimate of the object location and uncertainty, even across
a range of production UAVs. Flight-test results are shown for
stationary and moving targets using the SeaScan UAV, demon-
strating consistent results. The SeaScan is a long-endurance (24 + h)
UAV developed by the Insitu Group.

The paperis laid out as follows. The next section gives an overview
of the decentralized estimation architecture, followed by detailed
descriptions of the geolocation models, the square root estimator, and
the confidence bound estimator in the presence of uniform bias
uncertainties. The subsequent section details the SeaScan UAV and
its components. The final section presents a summary of the SeaScan
UAV and the flight-test results for stationary and moving objects.

Geolocation Problem

Key elements of the geolocation problem are shown in Fig. 1. A
point of interest (POI: object, target, feature, etc.) on the ground is
stationary or potentially moving. The aircraft (Fig. la) points a
camera using a gimbaling payload mount inside the nose of the UAV
at the POI. An image of the POI is then projected into the screen
(SCR, where y is horizontal and z is vertical) frame, as denoted by
C-POI in Fig. 1b. Because the aircraft is moving, and the POI is
potentially moving, the camera gimbal must adjust its pointing
angles in real time to maintain the C-POI inside the image frame.

The sensor measurement C-POI in Fig. 1b is a single point (the
center of the object in this case) inside the SCR frame, in units of
pixels. The derivation of this measurement equation occurs later in
the paper; to summarize, however, this measurement equation yé?,?o]
is a nonlinear function of the UAV position (NAV), UAV attitude
(ATT), POI position, turret gimbal pointing angles (GIM), and sensor

ise vSCR .
noise ve-por:

SCR  _ SCR
Y &po1 = &c-po1 (Xnav: XATT: XGim» Xpors Yepor) (D

where X, denotes a specific state vector. The objective of geoloca-
tion is then to estimate the position of the POI using this measure-
ment, or Xpo. Complicating this problem are uncertainties in the
aircraft position and orientation, turret gimbal angles, camera
specifications and measurements, and disturbances such as turbul-
ence and engine vibrations.

Modular Geolocation Estimator

The most straightforward estimator that could be designed for the
geolocation problem uses models of the ATT and NAV, GIM, and
POI because the output measurement [Eq. (1)]is a function of each of
these states. Specifically, a single model and measurement can be
written in block form as

XNavV Snav(Xnavs XatTs Whav)

XATT — farr(Xarr, Warr) 2)
X fom(Xgmvs Woim)

Xpol Sro1(Xpors Weor)
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Fig. 1 Overview of the geolocation problem: a) POI on the ground, potentially moving, with a UAYV in the air and a camera pointing at the POI; and
b) onboard camera view (CAM axis), with the camera projecting the image of the POI onto a screen (SCR), denoted as C-POI. The measurement

SCR

Y1 = 2SR, 1, 23CR 1 is the center of the C-POI in units of pixels in the SCR coordinate system.

Ynav gnav(Xnavs VNav)

Yarr _ garr(XarT VaTT) 3)
Yom gam (XGims Yaim)

yg(—:PROI 8c-po1 (Xnav» XATT: XGiM» XpOI s Vggll}OI)

where w(,, v, denote the process, sensor noises. The dynamics
models, f,, for the NAV, ATT, and GIM states are developed based
on known principles and vehicle specifics, and are typically
nonlinear; separate tracking models can defined for stationary or
moving POIs using fpo;. The measurement functions, g, typically
measure the states, X, and include the nonlinear screen geolocation
measurement defined in Eq. (1).

An estimator developed with Eqgs. (2) and (3) is referred to here as
being “centralized” because it includes models of all components of
the system and generates estimates of all states including the aircraft
NAV and ATT states. The benefit of this estimator is that it will be the
most accurate, as geolocation is truly a function of all of these states.
The centralized estimator also develops estimates of the correlations
between the states. The drawback of this estimator is that most
production UAVs already have sensors and software onboard for
estimating aircraft NAV and ATT states. Also, a larger estimator such
as this will be more sensitive to tuning. And finally, the computational
burden of such a large estimator will be relatively high. In the case of a
stationary POI, the estimator will require a model with 19 states.

Because NAV and ATT estimators typically already exist on many
production UAVs inside the avionics suite, a modular form of the
estimator is proposed here to simplify (and speed up) the estimation
process, yet achieve similar performance as compared to the
centralized version. The model, in this case, only includes the POI
states, whereas the measurement is simply the screen coordinates of
the C-POLI:

X por = fro1 (Xpor» Weor) G
XNAV
SCR  _ SCR
Y c-por = 8c-por | Xpor: | XATT | VC-POI &)
XGm

The measurement output is written in block form to denote the
“secondary” states explicitly (NAV, ATT, GIM). In the case of the
NAVand ATT states, estimates are provided by the onboard avionics,
denoted as (Xyav.Xarr), With square root covariances of (Pyav,
Parr)- In the case of the GIM states, direct sensor measurements
from gimbal encoders are available, with sensor noise modeled as
Gaussian (G) and white, or Xgp ~ N (Yoims Rgim)- The least-
squares update step for this estimator is similar to that of a fully
centralized geolocation estimator taking into account all system
states, but producing only estimates of the POI states. Thus, it is less
complicated than, faster than, and less sensitive to tuning of the other
estimators.

Figure 2 shows the proposed modular architecture of the geoloca-
tion estimator in a block diagram. The model prediction step has
reduced to only propagating the POI states; thus, models for aircraft
NAV, ATT, and GIM are not required. The update step is more
complicated because of the stochastic dependency on the NAV, ATT,
and GIM states. In this case, the outputs (estimates, covariances) of
the onboard estimators for the NAV and ATT states and the measure-
ments of the GIM pointing are used directly. In the case of a
stationary POI, the proposed modular estimator requires only four
states (compared to 19 for a centralized solution).

Tracking Models

Bar-Shalom et al. [26] detailed a number of models for target
tracking that can be used in Eq. (4). One of the most general forms is a
random walk on each velocity state in three dimensions. With no loss
of generality, this work assumes that the POl is a stationary or moving
vehicle to give more accurate tracking results for these types of POIs.
The nonlinear model in this case is written as

(it | [ VS@)/R. 0
por VC(9)/(COpdP)IR,) 0
2L 0 0
V| = a +1 o0 (©6)
¢ 10} 0
w _a)/pw Wy
L a | L _a/pa . L Wa |

where Xpo; = [xh5, yhSr, 55217 is the three-dimensional position in

latitude, longitude, and altitude (LLA, where x is the latitude, y is the
longitude, and z is the height) coordinates (typically in deg orrad, deg
orrad, and m asl); V, ¢, w, and a are the velocity, heading, turn rate,
and acceleration, respectively; R, is the radius of the Earth; C(-) and
S(-) denote the cos(-) and sin(-), respectively; and p, are model
tuning parameters based on probable motions of the target [26].

SR-SPF

Prediction lteration
Npop States
<A ?OI ) Over
Xpor |Spor Time

Xy Sxav
AC Navigation AT
. JA(ATT‘S’ATT
AC Attitude ———> SR-SPF
Update X -
, X hi XpoL
Gimbal Attitude —YSRL L (npo; +9 states) SPOI s '55:;;:”“’—’;0“3
POl POI-B

Camera POI ¥ 4
. JCPorL | H
Measurement 7'y :

Bias Bounds: By,y,B s Ban

POI Model
Process noise: Q pe;
Sensor noise: R, Roo

Fig. 2 Block diagram of the modular geolocation estimator. Solid lines
indicate real-time data; dashed lines indicate preprogrammed data.
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There is process noise Wpo; = [w,,, w,]” on the acceleration and turn
rate dynamic equations that model typical motions of ground objects.
For the subsequent discrete implementation of the estimator, these
dynamics are discretized and combined with a discrete form of the
output equation:

Xpori+1 = Xporx T At(fror(Xpork) + Weor k)

— D
= fpo1 (Xpork> Weor k) (7
XNAV k+1
SCR _ SCR
Yc-pork+1 = 8c-por | Xpori+1s | XATTk+1 s VC-POLA+1 ®)
XGIM k+1

Note that more precise and typically complex integration routines
such as Runga—Kautta could also be used with no loss in generality.

Measurement

The measurement equation, Egs. (1), (5), and (8), is a nonlinear
function of the UAV and POI states, and yields the C-POI location in
SCR coordinates, in units of pixels. Figure 1b shows the coordinate
systems and notation used to derive the measurement question. For
simplicity, it is assumed that the GPS antenna, center of the aircraft
axes (ABC, where x is aligned with the fuselage of the UAV and z is
vertically down), and camera axes (CAM, where x is the camera line
of site and z is vertically down) are all located at the same point (this

—SONRY)  —SORRVCy

C-POl in the camera image can be written as a function of a line in the
following manner:

ECEF ECEF ECEF ECEF
oo | | o ||

Yepor | = | Ynav | T u Ypor YNAV an
ECEF ECEF ECEF ECEF

Zc-por INAV 2pol ANAV

where u is termed the path variable. The projected C-POI in ECEF
coordinates can also be written by rotating the C-POI from the CAM
axes to the ABC axes to the aircraft in local level East-North-up
(ENU) axes and finally to the ECEF coordinate system, or

ECEF CAM ECEF
Xc-por Xc-por ANAV
ECEF | _ pECEF pENU pABC | . cAM ECEF
yépor | = Renu RascReam | Yepor | + | YRav
ECEF CAM ECEF
2c-por 2c-pol INAV
CAM ECEF
Xc-por XNAV
_ pECEF| .CAM ECEF
=Rcam | yepor |+ | YNav (12)
CAM ECEF
ZC-POI 2INAV

where the following rotation matrices are defined:

) COHICORY

RET = | CONRY)  —SONM)SORRY)  CONRY)SORRY
0 COniy NES
SWCO)  C(@OCH) +S@SW)SO)  —S(@)C(Y) + C(P)S(9)S(0)
RERE = | C(Y)C(B) —C(P)S() + S@)CW)SO)  S(@)S(W) + C($)C(¥)S(6)
S(0) =S(9)C(0) —C(9)C(9)
Clp) =S(p) O|[C@H 0 =S@® || Cls) —=S(s) O
RARG=|S(p C( 0| O 0 Ss) C(s) 0
0 0 1]|s® o c@ 0 0 1

could be relaxed). It is noted that, in this derivation, k is dropped for
notational simplicity.
Assume that the three-dimensional UAV and POI position states

: : LLA _,LLA \LLA _LLA|T
are in LLA coordinates, denoted as Xyxv = [XNav: YNavs 2nav]’ and

X56 = (b6, Yhors zh6i ], respectively. These three-dimensional
position states are converted to Earth-center—Earth-fixed (ECEF)

coordinates using

Rav = CONRICONRY) @NRY + RZ/Ravonav)

ylli‘l(/iF{/F = S(yII\‘ILAQ/)C(xII:II/‘\Q/)(Z]I:IIAQ/ + R% /Ral,uNAV)

Ay = CONAV ZNAY + R /Ravnav) ©)
and
xpor = COpor ) Cxp61) (zpor + Ra/Ravspor )
yeor: = SOp6r) C(561) (zpor + Ra/Ravpor)
o1 = Clg6M) (@56t + R/ Ravpor) (10)
where R, and R, are the equatorial and polar radii,

Raunav = VRICOGEY)? + RES(KY)2, and
VRCGHY + RSGHRY.

The next step is to recognize that the UAV, C-POI, and POl must all
lie in a straight line in any given coordinate system; this is shown in
Fig. 1b as the CAM—POI vector. In ECEF coordinates, the projected

Rav,POI:

and X srr = [¢, 0, ¥]” denotes the roll, pitch, and yaw of the aircraft,
and X = [p, 1, 5] denotes the pan, tilt, and scan of the turret
gimbal.

Setting Egs. (11) and (12) equal to each other and multiplying each
side by (RESEF)~! then yields

ECEF ECEF L CAM
cam [ | ECEF ECEF CAM.
ReCer Ypor — | YNav u=1 Yc-por 13)
ECEF ECEF
Zpor INAV 2¢-pPOI

InFig. 1b, x&4M is the linear distance between the camera and image
plane, or screen. Because the undistorted full-scale image to the
operator is not a requirement, this distance can be set arbitrarily.
Defining xS, = 1, the first row of Eq. (13) is used to find the path
variable u:

ECEF ECEF -1
oa () [ | TR | _ | TN
u= | Rgcgr(1) Ypol — | YNav (14)
ECEF ECEF
Zpol 2INAV

where R(i) indicates the ith row of R.

Finally, as shown in Fig. 1b, the C-POI in the SCR coordinate
system, or the measurement, can be written as a function of the C-POI
in CAM coordinates as

SCR CAM
ScR _ | Xc-por | — | Y cpor/ M y :|
Yepor = = (15)

ool [yé?p“m ] [ 201/ b
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where A is the pixel length scale factor, which is written in terms of
the camera field of view (F) and maximum pixels of the camera (p) in
each axis:

N _ tan(F,/2) N _ tan(F,/2)
TS CpSe

The measurement output equation is then written in its final form by

substituting yEAM, and zEAM), from the second and third rows of

Eq. (13) into Eq. (15):

ECEF ECEF
REAM.(2) /A POI NAV
scR  _ | IECEF y ECEF | _ | ECEF 16
Yc-por = | pcam 3 /i |# POI YNAV 16)
Ecer(3)/ 2, ECEF ZECES

with LLA to ECEF conversions in Eqgs. (9) and (10) and the path
variable u from Eq. (14).

Square Root Sigma Point Filter with a Modular Update

Using the square root implementation of the sigma point filter
developed in [25] as a basis, the estimator is extended to have a
modular update step for reduced computation and complexity. The
key development is the reduction of the prediction step to only
include POI states and the use of statistics of the secondary state
variables (NAV, ATT, GIM), known in real time from estimators and
measurements onboard the aircraft in the update step.

The discrete dynamics and measurement output of the system are
defined in Egs. (7) and (8), with npo; POl states, nc-po; measurements
and sensor noises, and n,, disturbances. The disturbance and sensor
noises are assumed to be zero-mean Gaussian processes with
covariances of Qpo; and RECR |, respectively. An initial POI state and
lower left triangular, square root factors of the covariance, Xpgy g,
Spor0, are also assumed.

An augmented state vector is defined first as

Xoi= [X*’O“‘ ] a7

WpoLk
The dimension of the augmented state vector is x,; € R, where

n, = npor + n,,. The initial augmented state estimate and square root
covariance are assumed to be

R0 = ElX,0] = [X"g‘”} » S0 = (E[(Xu0—R0) (Xgp— Ry ) )12

_ |:SPOI,0 0 :| (]8)
0 Qo

Next, 2n, + 1 sigma points are defined:
Xa,() = [ﬁcl,O )A(a.() : ena + o'fSa,() ﬁa,() : en[l - UfSa.O]
Xroro
= 19
Xw,O
where o is a scaling for the distance of the sigma points from the
mean, and e, is a n, x 1 vector of all ones. A set of associated

weights is then defined, which can be used to find the sample mean/
covariance:

orZ—n or—n 2
Wngzas Wz():fza+3_f
o7 ; n,
) . 1
W:W;n:W;:F, i=1,---,2n, (20)
o
S

where m and ¢ denote mean and covariance, respectively.
The modular, square root SPF algorithm is now given using three
steps: prediction, modular conversion, and update.

Modular Sigma Point Filter Prediction

The SPF prediction step propagates each of the 2n, + 1 sigma
points through the nonlinear dynamics [Eq. (21)] and evaluates the
sample mean [Eq. (22)] and predicted, centralized sigma points
[Eq. (23)]. In the case presented here, the prediction step is based on
the POI model given in Eq. (7), where npg; = 7:

X boris1 = Jror(Xborrs X i) i=0,...,2n, (21)

2n,

s _ i pie
X porLk+1 = E Wi Xpor k41 (22)
i=0
[XCO— Xeo ]
POLk+1 “VPOLk+1

Xlznréﬁ;cﬂ —Xpor 1]
(23)

— 0— o— 1— s
=[Xporre1 —Xporer1 Xporert —Xporgrt =

Compared to the centralized case, which performs prediction
calculations on n, =18 states (for npo; =7), this algorithm
performs prediction calculations on only npg; = 7 states.

Modular Sigma Point Filter Conversion

The modular update step requires additional information, namely,
estimates and covariances for the NAV, ATT, and GIM states.
Therefore, the state vector in Eq. (17) is further augmented to include
these states, as

Xpork-+1
— | ySCR
X2ak+1 = | VC-POLA+1 (24)
Xx2.k+1
—IxT T T T
where X, 41 = [XNavie1» XaTT 441> XGimsr1] are secondary states

that were not a part of the prediction step. The dimension of the
secondary augmented vector iS X,y € R™«*!, where n,, =
npor + Ne-por + 1, States.

In this application, as shown in Fig. 2, it is assumed that aircraft
NAV and ATT estimators exist on the aircraft, yielding state estimate
and square root covariance pairs, denoted as (Xnav.it1: SNAV.+1)
and (Xarrxq1, Sarras1)> Tespectively. The gimbal pointing angles
are measured directly, yielding a measurement and square root noise
covariance, denoted as (Ygmz+1> v/ Rommis1)- Therefore, the pre-
dicted state of the new augmented state vector is

. Xpork+1
Xpork+1
o _ | ascr= %
X 2a.k+1 VC-POLK+1 "NAV k+1 (25)
< X
sz‘k+1 ATT,k+1
YoM k+1

The square root covariance associated with the secondary states is
defined as

SNAV,k-H 0 0
0 SATT,k+1 0 (26)

0 0 vV Raiv it 1

The centralized, predicted sigma points are now redefined from the
first augmented state vector in Eq. (23) to a secondary augmented
state vector as

Sk =

SR-SPF Estimate True Bound Estimate

B _4r‘lCu : * Tpors
estimatel

Bias Distribution

)

TIe
estimatel
Fig. 3 Biasintegration into the estimator to create accurate probability
bounds.
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Predicted sigma points for the secondary augmented state vector are
calculated by adding the mean, or

XgOI.k+l
SCR,—
XCPoLkt1
Xkt
0— o _ o—
Xporkr1 T Xporart  Xbork+1 T Xporis1 * €2m,
_ SCR,c0— SCR,c—
- OXC—POCL@I Xc—liocl.k+1 (28)
Xk TXonr Xdu T Xaug - €,
Finally, the sigma point weights are updated to the augmented state
vector with a larger number of states in the system. As shown in
Eq. (20), only the central (0) sigma point weights must be updated:
wo — %~ M _% ="
m ’

o
5 2 43--L 9

of of Ny,

This step primarily repackages the estimator and data into an
appropriate form for the modular update.

Modular Sigma Point Filter Update

The modular SPF update step computes the Kalman gain, updated
mean [Eq. (33)], and updated, square root covariance [Eq. (34)] for
the original npo; states only [Eq. (32)]. First, the predicted output
sigma points are calculated, along with the mean predicted output:

SCR.i—  __ i SCR,i—
Y cpori1 = gC-POI(XpoLkH» sz k10 X epor k+l)

2ny,
. ~ASCR,— i \SCR.i—
i=0,--,2ny, Ye-porit1 = E WY epori+1 (30)

The centralized output sigma points can then be defined as

&SCR,—

ySCRmO— ySCRm— _ ySCROf
C-POLk+1 C-POLk+1 [ = C-POLk+1 Y- POLA+1

The Kalman gain is calculated for the POI states only by using the
centralized, predicted state and output sigma points:

— SCR,c—
KPOI,k+1 = |:(X1L>Ol,k+l)(yC—POEI.k+1)T

We oo SCR.c0—
+ W (XP%I,k+1)(yC—PROI,k+1

T SCR,c— SCR,c— T
}[0%¢&&nyoﬁmﬂ>

W YSCRc0- SCR,c0— !
Verotee) Vesporer)” (32)

Note that the modular Kalman gain is npg; X nc-po; rather than
n, X nc-pop in the centralized case.

The updated state estimate and square root covariance are then
given as

s - SCR SCR,—
X pork+1 = Xporer1 T Keoris1 (Yoporis1 — ¥e- -POLk+1 (33)

8%

c0— c0—
XPOLt1 " €oncapor Xporit1* €an,

[y R o — R o] 0 @7)

0 S0k —Souril

Spork+1 = up{v' W - orth{(X55; ;1 |
= Kporet1 Verpores )} (Xpbiest

_KPOI.k+lyg€PR(§i9l:+l VI WO| sgn(W?)} (34)

Note that the QR decomposition, which is the most costly
computation in the filter, is performed on a npg; X (2n,, + 1) matrix
rather than on a n,, X (2n,, + 1) matrix in the centralized case.

Finally, the augmented state and square root covariance and the
augmented sigma points are recalculated:

X — | XPoLk+1 S _ | Spork+1 0
ak+1 — 0 ) ak+1 —

0 J_QPOI] (33)

Xa,k+l

= [Xa.k+1 Xak+1* €n, + q/Stz,k+I Xak+1* €n, — O-fSa,k-H ]

_ |:XPOI.k+l :| (36)
Xw.kJrl
and the process repeats.

Shipset Estimates: Estimation with Bias Uncertainties

The bias errors typically cannot be estimated online without a
calibration maneuver at the start of each flight and a specialized truth
measure for the general moving POI case. The biases could be
estimated for the stationary POI case because their assumed
dynamics (typically constants) can be differentiated from that of the
POl states [27]. For the moving POI case, however, the bias states are
nearly unobservable; physically, the estimator cannot tell the
difference between a bias and a POI movement. Because the biases
are not observable in the data, they translate directly through the

SCR,1—

~SCR,— YSCR 213,
C-POLk+1

~SCR,—
~Yc-PoLi+1 C-POLA+1 — YC-POLk+1 ] €1V

estimator, adding a bias error in the tracking performance of the
estimator.

The bias errors are not known a priori, as they are typically caused
by mounting uncertainties or attitude estimation errors. Experience
in evaluating these uncertainties across a set of UAVs by the Insitu
Group has shown that these uncertainties are not well modeled as a
Gaussian distribution. For example, a 0 deg mounting bias is no more
likely than a 1 deg bias. For these reasons, the unobservable biases
are modeled here as uniform random variables.

With the definition of the bias errors as uniform random variables
that are unobservable to the sensor measurements, the approach here
is to statistically fuse the geolocation estimates with the uniform bias
density model after each cycle of the estimator. The hypothesis is that
this fused density model, although not Gaussian, is a better
representation of the estimator’s accuracy across all UAVs in a single
shipset. A conceptual view of this is shown in Fig. 3.

More specifically, the a posteriori state estimate of the SR-SPF
geolocation estimator is normal and will be fused with uniform
density representations for all biases. It is known from the central
limit theorem that when many uniform bias errors exist, the
summation of these random variables approaches a Gaussian density
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[26]. However, in this application, the output density can be
dominated by one, or a few, of the biases, thus requiring a more
formal treatment of the fusion process.

To start, it is recognized that the set of measurement equations
[Egs. (9-15)] can be rewritten in the form

XNAV
_ SCR SCR
X por = 8por| Yc-por: | XarT | Ve-por (37
XGIM

This equation can be expanded about the current SR-SPF estimate of
the POI, along with the NAV and ATT estimates, and GIM measure-
ment, to yield

g
POI
[Xporlsur = [Xporlser + 3 -8XNAV-B
XNAV XNAV=XNAY
ag ad
POI 8prol
+ P OX p1T-B + 3 Oxgm-p - (38)
XATT XATT=RATT XGM XGIM =YGIM

where [Xporlspr ~ N (Xpor, Ppor) is the output of the SR-SPF
geolocation estimator, Ppo; = Sho;Spo; i the POI covariance, and
8x(,)_B are unobservable bias uncertainties modeled as zero-mean,
uniform distributions, §x -5 ~ U(0, B,), where the variable ranges
from —B, to 4B, with a probability of 1/(2B,).

The multiplicative factors on the perturbation terms in Eq. (39) are
linearized matrices in an output equation, or

d
CPOL(~) = % (39)

()e{Xpor.XNav-RaTT YoM }

The linearized output matrix can be rewritten as a function of the
cross and full covariance matrices, which could then further be
defined in terms of the current, centralized sigma points from
Eq. (27). Dropping the time index k for clarity, this is written as

— — C C WC C| C|
CPOI,(~) = [P(4),P01]TP(.)]_(.) = [XPOI(X(A))T + WOXPOOI(X(F)) Ti|

-1

. W .
~[X@GW»T+;$*%«¥$T} (40)
Equation (39) then simplifies to

[Xporlsur = [Xporlspr + Crornav * 8Xnav- + CroratT * $XaTT-B
+ Cporom * 6XGv-B 41

Equation (41) presents the POI state as a vector of npg; random
variables for each degree of freedom. Each variable is a single
Gaussian random variable, added to a summation of m uniform
random variables; m = 9 in this case. For the jth POI state, this is
written as

[X{’OI]SHIP = [XlLOI]SPF + Z C{;’éléxé (42)
=1

where C%I and §x§ are the appropriate entries of C por,() and 8x ) p.

The shipset density can be solved formally by using the charac-
teristic functions of each random variable. For a zero-mean, Gaussian
random variable with standard deviation o, the characteristic func-
tion is given as

B, (02, w) = e )2 (43)

where, for the jth POI random variable, the standard deviation is
found from the jth diagonal element of the covariance matrix, or

0 = \/Pi},. Similarly, for a zero-mean, uniform random variable
with a width of £, the characteristic function is

D, (b, w) = i sin(bw) (44)

where, for the £th bias, the bound is given as b = B,.

The characteristic equation of the total (tracking + bias) density
from Eq. (42) is then simply a multiplication of all individual
characteristic equations, or

m
Pgup = P (Ppy. @) 1_[ Cfiélq)U(st w) (45)
=1

The shipset (tracking + bias) density can then be recovered by taking
the inverse Fourier transform, or

(Xporlstp ~ F ! (CDG (Phy @) 1_[ Clo Py (B, a))) (46)
=1

Solving Eq. (46) for the distribution of [X}q;lsp results in a
summation of weighted error functions (erf: twice the integral of the
Gaussian distribution). In the SeaScan application presented here,
the distribution is typically dominated by a Gaussian distribution and
one uniform distribution. In this case, given the jth POI state modeled
as a Gaussian variable and m = 1 uniform bias variable, the total
density is given as

) -1 J B
h([Xporlsurp) ~ —erf(w)

4B, V2p {;’(j)l
1 [X; porlsure + B
+—erf (]7 47)
A )

The shipset confidence bound is then found by calculating the state
[Xporlstip, Where the probability is given by P, This is written as

+[XpoIsHip i i
P eont = h([Xpordsue) A[Xporlsmp (43)

—[X{;OI]SHIP

Although there is no closed form for this integral, it can be calculated
very quickly numerically and, therefore, can be used for online
calculation of POI state estimate confidence bounds.

Seascan Uninhabited Aerial Vehicle

The SeaScan is a long-endurance (24 + h) UAV developed by the
Insitu Group. The UAV has an SE555 processor board to provide
inner-loop control and data management. Flight-path characteristics
can be determined from preprogrammed or in-flight commands, and
include constant radius/altitude orbits, bowtie patterns, and way
point following (from the ground, onboard memory, or a payload
processor). A common operational approach for geolocation is to
have the operator select an altitude and use a joystick to center an
orbit over the POL. If the POI is moving, the operator then continues
to update the UAV orbit center.

The air-to-ground communication is a data link used to com-
municate aircraft status, control, and mission data, as well as to relay
messages from payload modules. The avionics-to-payload commu-
nication is a data link used to send sensor reports to the payload and
receive commands from the payload. The onboard sensors include
roll, pitch, and yaw rate gyros; vertical, lateral, and longitudinal
accelerometers; external temperature sensors; relative pressures of
pitot, alpha, beta, and gamma for wind axes estimation; and absolute
pressures of barometric and manifold.

The SE555 board communicates serially with an onboard video
turret, issuing camera positioning commands as well as aircraft
attitude and stabilization data. The video signal bypasses the SES55
board and is sent directly to a ground receiver via an onboard radio
frequency link. The SE555 board also communicates serially with an
onboard GPS receiver, receiving differential GPS data from the
ground to improve position and velocity solutions.



528 CAMPBELL AND WHEELER

control
surfaces| sensars;
avionics
gimbalin
turre ? image processing
Planning inner-loop control Geolocation
S inertially stabilized FEnETE
2 sty £ N}
£ pointing camera kK H
. . i
7 c— vehicle trajectory ofde

planning

Fig. 4 Control loops for geolocation using the SeaScan UAV; hardware components of the SeaScan UAYV are also shown.

Camera and Image Software

The SeaScan contains a digital video camera integrated into an
inertially stabilized pan/tilt nose turret. The camera has an acuity
~50% better than that of the unaided eye at the telescopic end, and it
can resolve POIs such as small boats and logs from 5 miles away. The
operator can command the camera to pan back and forth for wide-
area search or to remain locked onto a POI while the aircraft
maneuvers; the latter mode is used here.

Ground software processes the images from the camera. When the
user selects a POI for geolocation, the gimbaling turret and ground
software attempt to maintain the POl in the center of the frame, from
frame to frame. Therefore, the “measurement” of the POl is assumed
to be at the center of the image frame, as shown in Fig. 4.

Hierarchical Control Loops of the SeaScan

To maintain robustness in UAV/turret/tracking components for
geolocation, the measurement/estimation and control/planning soft-
ware for the SeaScan has been decomposed into three loops, as
shown in Fig. 4. The inner-loop control is typical of an aircraft: the
onboard sensors and avionics are used to calculate required control
surface deflections of the vehicle. A reference trajectory (way points
based on UAV orbits, other patterns) is used to guide this control loop.

The middle loop inertially stabilizes the turret/gimballing camera.
Because variations from image to image are very fast compared to the
geolocation (position) tracking, it is more robust to decouple these
loops. Insitu has several approaches for “sensing” from the image in
this loop, including pixel tracking [28], blob and particle filter
tracking [29], and optical flow [30]. In this experiment, pixel tracking
was used, in which a subset of the pixels from one frame to the next
are matched to calculate the shift in the image. With this calculation,
along with an estimate of the time delay for this calculation, the axes
of the turret are then commanded to keep the C-POI within the image
center as well as reject disturbances (such as from engine vibration).

The outer loop is the planning loop, in which the SeaScan plans its
orbit (or way points) to improve geolocation performance. This is a
slower control loop than the inertially stabilized camera and can be
coupled to other vehicles or to operator commands. During the
experiments described here, only orbit commands were used and
operators continually adjusted the center of the UAV orbit to maintain
its location over the target. There are a variety of factors in UAV
planning that could be used to improve geolocation performance; an
overview of some of these factors along with experimental results
with respect to the SeaScan is given in [31,32].

Geolocation Uncertainties

Uncertainties in geolocation can be attributed to many factors.
This is most easily seen by examining the sensor measurement,
Eq. (1), in which the measured screen coordinates of the POI are a
nonlinear function of the UAV position and attitude, turret attitude,
and image processing. Uncertainties in any/all of these can affect the
uncertainty in the tracking estimator. In addition, these uncertainties
can arise during the mission, from mission to mission, or from UAV
to UAV, especially in production UAVs.

Because the SeaScan and ScanEagle from the Insitu Group are
production UAVs, numerous calibration and flight tests have led to an
understanding of the categories of uncertainties within this family of
UAVs. Table 1 shows a summary of the uncertainty sources, along
with the type of uncertainty (process noise, sensor noise, or bias). To
quantify these uncertainties, especially those with bias character-
istics, a series of tests were performed. Examples of tests include
ground calibration of many UAVs, flight testing using video and
known ground features (and accurate differential GPS), and wind-
tunnel tests.

Uncertainties with sensor noises are nicely approximated as zero
mean and Gaussian, and can typically be quantified/verified through
calibration and statistical analyses. Similarly, process noises such as
engine vibration and turbulence can be estimated through wind-
tunnel and flight tests. Sensor biases and time delays, some of which
manifest themselves as a bias and are therefore modeled here
similarly, are more challenging. These biases are caused by several
sources, such as using nonideal sensors, mounting alignment errors,
image processing delays on the ground, and nonideal attitude and
navigation estimation hardware and software. In addition, these
factors can also vary from UAV to UAV.

Some biases have been shown by the Insitu Group to be nearly
constant for a single UAV, such as alignment and time delays,
whereas others have been shown to be slowly varying, such as atti-
tude and navigation biases. The constant biases could be evaluated
in-flight through a calibration maneuver, or on the ground. But, these
tests are challenging because the constant biases would have to be
clearly delineated from the slowly time-varying biases. Finally, tests
performed by the Insitu Group have shown a distribution of bias
uncertainties across multiple UAVs to be non-Gaussian, that is, there
is not one very likely estimate of the biases. Therefore, a uniform
distribution of the biases is assumed. Because of International Traffic
in Arms Regulations (ITAR) restrictions, the true values of these
statistics unfortunately cannot be published. However, as an intuitive

Table 1 Uncertainties in the geolocation problem

System variables affected

Type of uncertainty

Source NAV ATT GIM  Process noise  Sensor noise  Sensor bias
Aircraft avionics —_— Vv —_— — v Vv
Turret gyro _ — v — v V4
Gps J — =  — N N
Turbulence —_— v —_— v — e
Engine vibrations ~ —— 4 — Vv — —
Camera alignment —— —— v — — N
Time delays v v W —_— Vv v
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example, consider a 1 deg bias in pointing (either from the gimbal or
aircraft) and a UAV flying in a 500 m orbit at an altitude of 500 m. In
this case, the constant bias will cause a 12 m error in the POI estimate,
which oscillates between the two axes of the ground plane. Larger
(and more) biases scale this error higher.

Experimental Flight-Test Results
Using the Seascan UAV

A set of flight tests were performed on 6 October 2005. A ground
“truth” for the POI, denoted as Xy, was set up using a GPS antenna
and receiver in a car near the flight-test range. Over 2 h of flight tests
were recorded for both stationary and moving POIs. Telemetry data
were saved for the aircraft and the camera data, as well as the truth.
The following is a set of estimation results based on this flight-test
data. Figures plot the estimation errors, denoted as egpr = X — X1gu}
thus, an error of zero indicates an estimator performing very close to
the truth. Also in the figures, “SPF 20 bound” refers to the P = 0.95
probability bound, as defined from the square root error covariance
derived from Eq. (34); “SPF 20 bound + bias” refers to the P =
0.95 probability bound, as defined from the shipset distribution and
probability calculations in Eqs. (46) and (48). It is noted that the
specific performance data are left off due to ITAR restrictions, but the
implementation and relative comparisons are still clear.

Stationary Point of Interest: Two-Dimensional Estimator

Figure 5 shows the tracking two-dimensional (latitude and
longitude) estimates for a stationary POI using the developed
geolocation estimator and a terrain altitude model, that is, the POI
altitude is assumed to be measured directly. The standard deviation of
the estimation error over one full orbit was 0.29L. For the SPF bound
case, the average bound width was 0.65L, and the true POI location
stays within the bounds only 28.9% of the time. For the
SPF bound + bias case, the average bound width was 4.5L, and the
true POI location stays within the bounds 95.8% of the time.

The following observations can be made. First, the true POI
location stays within the bounds as defined by the SPF bound + bias
estimator 95.8% of the time, which is consistent with the estimator
and density models. If only the SPF bounds are used, the true POI
location stays within the bounds only 28.9% of the time, thus yield-
ing inconsistent results. However, the estimates would be consistent
within the SR-SPF framework because the biases are unobservable.
Second, whereas the SPF bounds remain small and relatively
constant, the bounds in the SPF bound + bias estimator are much
larger and vary by nearly an order of magnitude over the 2 min data
set. These bounds become their largest at ~40 s and smallest after
~80 s, a factor of 5 difference. Third, although not shown, a fully
centralized geolocation estimator was also implemented using
aircraft navigation models, thus evaluating the correlations that are
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not captured in the proposed modular estimator. The performance for
the centralized estimator is nearly identical to the corresponding
plots, with an error standard deviation from the modular case of
0.0012L, which s less than 1% of the tracking error. Thus, this shows
that the decentralized implementation is adequate, and performance
is dominated more by sensor uncertainties than a time-based
correlation of UAV states. Fourth, these results show that the true
location always stays inside the largest bounds, but the bias error is
considerable. Finally, Fig. 5 also shows the real-time data, which uses
geometry and an assumed POI altitude to estimate the POI location;
this estimate has a large, time-varying error below 40 s, which
diminishes to a much smaller error between 80 and 100 s.

To understand the time-varying error and bounds, consider Fig. 6,
which shows a plot of the UAV trajectory between times of 40 and
80 s, along with several snapshots of the two-dimensional location
and 95% uncertainty bounds (the initial uncertainty ellipse is also
shown). Early in the trajectory, the UAV is further (in two dimen-
sions) from the POI, and the ellipse is elongated in the line of site
direction because of a lack of observability with the vision sensor.
Near the end of the trajectory, the UAV is closer to the POI (in two
dimensions), and the uncertainty ellipsoid has shrunk further and in
both directions. Thus, a large reason that the tracking error and
uncertainty ellipsoids shrink in the 80 + s range is due to the UAV
being at a closer proximity to the POI (in two dimensions). A second
reason is that, while the errors will vary as a function of the range
between the UAV and POI, they also vary across the latitudinal and
longitudinal directions as the UAV orbits about the POL. Thus, even
for an orbit that is centered about the POI, the geolocation estimator
errors in latitude and longitude will vary over time.

Latitude

<
=
[~

sV

5I_-5L -4L -3L -2L -1L 0 1L 2L 3L 4L 5L
Longitude
Fig. 6 UAYV trajectory (dashed line ending in the triangle) and
evolution of the two-dimensional uncertainty ellipses and estimates from
the two-dimensional geolocation estimator (centered dots and shrinking
ellipses); corresponds to the time window of 40-80 s in Fig. 5.
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Fig. 5 Geolocation estimator (two-dimensional) performance for a stationary POI; POI altitude is assumed to be known.
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Fig. 7 Geolocation estimator (three-dimensional) performance for a stationary POI; POI altitude is estimated.

Stationary Point of Interest: Three-Dimensional Estimator

The second case considered is identical to that of the previous
section, but now the POI altitude is estimated rather than measured
from a terrain model. This is a particularly challenging estimation
problem because if both the UAV and POI were stationary, it would
be impossible to estimate the three-dimensional location of the POI
because the system is not observable. The estimation of all three
states of the POI can only be done over time, as the UAV moves for
more viewing angles.

Figure 7 shows the estimation results for the three-dimensional
geolocation estimator with altitude estimation. The standard deviation
of the error over one full orbit was 0.36 L. For the SPF bound case, the
average bound width was 1.4L, and the true POl location stays within
the bounds only 28.9% of the time. For the SPF bound + bias bound
estimator, the average bound width was 4.9L, and the true POI
location stays within the bounds 95.4% of the time.

The characteristics of the estimator are similar to the two-
dimensional version, including time-varying bounds roughly

Target Position

{le

i

r

N

0 20 40 60 80 100 120 40 160 180 200

SPF Estimate
10L T T T T T T = = = SPF 26 Bound
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correlated with relative proximity between the UAV and POL. In the
<20 s range, the performance of the three-dimensional estimator is
slightly worse due to the lack of observability. In the 80 + srange, the
accuracy of the tracking and bounds are the best. The SPF bounds are
clearly larger for the three-dimensional case, as there is an additional
uncertain variable to estimate (POl altitude). Specifically, during this
2 min data set, the SPF bounds are 2.1 times larger in the in the three-
dimensional case, whereas the bounds for the SPF bound + bias case
are only 1.1 times larger in the three-dimensional case.

Moving Point of Interest: Two-Dimensional Estimator

The structure of the estimator (one piece of code with a config-
uration file, separate files for different models, user inputs) enables
the easy integration of other options. One such option is to geolocate
a moving POI, which is implemented by using a different model in
the estimator. The case presented here is a POl moving at a constant
heading and constant velocity, which is followed by decelerate, stop,

T T T T
120L [ —— vAv Trajectory 1
POI Trajectory
*  UAV Trajectory (selected)
100L [ 1
00 POI Truth (selected)
Geo Estimator Bounds (selected)
80L | —+ Geo Estimator Means (selected) B
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g
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o 40Lr t= 1
°
2
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Longitude Error (m)

Fig. 8 Geolocation estimator (two dimension) for a moving POI with the following motion: constant velocity moving straight, decelerate, stop, turn
right, accelerate, constant velocity moving straight: a) POl latitude and longitude estimation, where POI altitude is assumed to be known; and b) UAV and
POI trajectory plot, with several snapshots showing performance and evolution of the results.
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Fig. 9 Geolocation estimator (three dimensions) for a moving POI with the following motion: constant velocity moving straight, decelerate, stop, turn
right, accelerate, constant velocity moving straight: a) POI latitude, longitude, and altitude estimation; and b) UAV and POI trajectory plot, with several

snapshots showing performance and evolution of the results.

turn right, accelerate, constant velocity, and constant heading.
Experimentally, the UAV orbit center was updated by the operator as
the POI moved. The POI was maintained within the camera field of
view during the experiment; thus, the specific “control” of the UAV
was not a factor (only knowledge of the UAV state was a factor in
geolocation). In this case, a seven-state POI model was used to cap-
ture more complex dynamics of the POI, including turns and
acceleration/deceleration.

Figure 8 shows the results for the geolocation estimator and a
moving POIL when a POl altitude model is assumed. Figure 8a shows
the latitude and longitude tracking results, quoted in terms of an error
from the true moving POl location. The standard deviation of the error
over one full orbit was 1.64L. For the SPF bound case, the average
bound width was 1.74L, and the true POI location stays within the
bounds only 24.4% of the time. For the SPF bound + bias case, the
average bound width was 5.5L, and the true POl location stays within
the bounds 95.1% of the time.

Comparing with the stationary case (Fig. 5), the geolocation results
are slightly worse for the moving POI case. This is intuitively correct
because there are more states to estimate (seven), and the process
noise covariance is larger to be able to track changes in the moving
POL In the 040 s range, the estimates are larger than at later times.
This is aresult of the relative proximity of the UAV to the POI (similar
to the stationary POI case), but also because of inaccuracies in the
initial guess. The initial velocity was assumed to be zero (stationary,
because of lack of information), but, in fact, the initial velocity was
much faster. Note that the two-dimensional geolocation estimator
also performs quite well even during the deceleration and turn, which
occurred near the time of 85 s. Although not shown, the POI velocity
and heading estimate results are similar: larger errors initially, but
converging over time, and capturing the deceleration and turn well.

Figure 8b shows a trajectory plot of the UAV and moving POI,
along with several time snapshots (at 0, 50, 100, 150, and 200 s) of the
results to understand the estimator performance. As with the
stationary POI case, the POI uncertainty bounds decrease by large
factors when the proximity of the UAV to POI is smaller. Note also
that the true location is inside the 95% confidence bounds at all times
exceptin the 170 s range; this was due to the POI moving to the very
edge of the camera box, and the operator had to nudge the POI back to
the center, thus showing the sensitivity of the estimator to the camera
tracking software.

Moving Point of Interest: Three-Dimensional Estimator

Figure 9 shows the results for the three-dimensional geolocation
estimator and a moving POI, with the POI altitude estimated. The
standard deviation of the error over one full orbit was 2.11L. For

the SPF bound case, the average bound width was 2.26L, and the
true POI location stays within the bounds only 21.2% of the time.
For the SPF + bias bound case, the average bound width was
6.2L, and the true POI location stays within the bounds 91.2% of
the time.

In this case, performance is degraded from the two-dimensional
case (~40%), which is qualitatively similar to the stationary results.
There are, however, several notable elements of the estimator. First,
the three-dimensional estimator performs relatively poorly up to 60 s;
compared to the previous case, it is clear that having a POI altitude
estimate is quite helpful during the initialization of the estimator.
Second, the three-dimensional estimator does not perform well near
the turn, where the truth for all three states (latitude, longitude, and
altitude) falls outside the bounds of the SPF bound + bias case. The
velocity estimate, which is not shown, is similar in that the three-
dimensional estimator and has difficulty tracking the velocity during
deceleration and acceleration. It appears that the tracking and bias
uncertainties, when POI altitude must also be estimated, influence the
performance for this specific SeaScan case; with smaller tracking and
bias uncertainties, the ability to more accurately estimate the POI
maneuver would increase. The heading estimate, which is also not
shown, is tracked well in this case.

Conclusions

A modular geolocation estimator has been presented for
production UAVs with vision sensors. The estimator has a modular
update, which enables an easy update in cases in which components
are changed (such as a new avionics system or a different sensor). A
novel bias estimation approach has been developed that models
unobservable, potentially time-varying biases using uniform distri-
butions and fuses these with the output of the geolocation estimator to
produce theoretically sound, consistent geolocation estimates. Flight
tests were run using the SeaScan UAV; the geolocation tracking
system for the uninhabited aerial vehicles includes avionics, a
gimballing camera with feedback isolation and command loops, and
a ground station. Stationary and moving targets were evaluated and
equipped with GPS for ground truth. Both two- and three-
dimensional geolocation estimators were evaluated, with most results
producing consistent estimates. Results for the SeaScan case indicate
that the geolocation performance is largely affected by the biases,
particularly in attitude and camera angles. Geolocation performance
improved by up to a factor of five when the UAV was overhead of the
target, as opposed to being further away in two dimensions (latitude
and longitude). Inclusion of a measurement of the target altitude
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decreases sensitivity, and increases performance, both in terms of
convergence time and final uncertainty.
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